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Abstract 
 The increase in sudden deaths due to heart disease 
is overwhelming. The decrease in the number of expert        
doctors has lead to this problem to a large extent. In recent 
years, machine learning methods are widely used for            
predictive analysis in Medical diagnosis. This paper proposes 
a medical decision support system for heart disease risk  
classification using Decision Tree Classifier. Standard   
Benchmark database of heart disease from University of  
California, Irvine (UCI), literature from journals and expert 
discussions have contributed in designing the attribute set for 
Ischemic Heart disease for a demographic population in India. 
The data set is collected from cardio thoracic department, 
Madras Medical College, Chennai, India from January to April 
2011. A total of 712 patients examined are classified into 4 
classes using C 4.5 Decision Tree Classifier. Pre-processing 
steps filtered the data set to 662 patients. The accuracy of 
correctly classified instances is 82.33%. The same data set 
with 2 class output gives an accuracy of 92.56%. Whereas 
the accuracy of UCI Cleveland data set is 78.91%. . The main 
aim of is to develop more cost-effective and easy-to-use  
systems, procedures and methods for supporting clinicians. 
Keywords: Medical decision support system, Ischemic heart 
disease, pre-processing, Decision Tree Classifier. 
1. INTRODUCTION 
 Medical Data mining is a challenging domain as it 
involves lots of imprecision and uncertainly. The                     
representation of medical knowledge from experts and          
decision making are real world challenges. Especially in the 
field of cardiovascular diseases (CVDs), where the expert 
doctors are not adequate, a clinical decision support system 
will make a significant contribution. According to WHO [1], 
heart disease is the leading cause of death and an estimated 
17.3 million people died from CVD in 2008. Out of 17.3 million 
cardio vascular deaths, heart attacks were responsible for 7.3 
million deaths and strokes were responsible for 6.2 million 
deaths. Over 80% of CVD deaths take place in low- and mid-
dle-income countries.  

American Heart Association's Heart Disease and Stroke            
Statistics of 2012 has estimated that an additional 195,000 silent 
first myocardial infarctions (heart attacks) occur each year [2, 3]. 
 Heart disease or coronary artery disease (CAD) or          
coronary heart disease (CHD) or ischemic heart disease (IHD)
[10] is a broad term that can refer to any condition that affects 
the heart [1]. For developing clinical decision support systems, 
literature presents a number of researches that have made use 
of artificial intelligence and data mining techniques. Till now, 
several studies have been reported on heart disease diagnosis. 
These studies have applied different approaches to the given 
problem and achieved high classification accuracies, of 77% or 
higher, using the dataset taken from the UCI machine learning 
repository. Experimental results [4] showed a correct               
classification accuracy of approximately 77% with a              
logistic-regression-derived discriminant function. The John           
Gennari [5] LAS SIT conceptual clustering system achieved a 
78.9% accuracy on the Cleveland database. A Fuzzy Support 
Vector Clustering to identify heart disease was used in [6]. Resul 
Das [7] introduced a methodology that uses SAS base software 
9.13 for diagnosing heart disease. Zheng Yao [8] applied a new 
model called R-C4.5 which improved the efficiency of attribution 
selection and partitioning models. Gang Kou partition [9] applied 
data separation-based techniques to preserve privacy in the 
classification of medical data. 
 CHD have reached epidemic proportions among Indians 
[14]. India is undergoing a rapid health transition with rising  
burden of CHD [15] . Further, the long-term case fatality following 
acute coronary syndrome is considerably higher among Indians 
as compared to other populations [17]. In addition, a reversal of 
socio-economic gradients for CHD risk factors has emerged in 
the Indian population [18, 19]. In this work, we have identified a 
system for automated medical diagnosis of heart disease risk 
using decision tree classifier. The success of population based 
interventions, addressing multiple risk factors for CHDs, through 
lifestyle linked community programmes was demonstrated          
initially in North Karelia study2[20]. 
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In developing countries such as India such measures may indeed 
work due to several reasons. First, the risk factor levels are high 
among Indians conferring a higher risk. Interventions are likely to 
have a higher impact on high risk population [14]. CVD are the   
leading cause of death and disability in both developed and          
developing countries. A paradigm shift away from the biomedical 
model is therefore required in the perspective of the existing health 
care system while responding to the rapidly increasing burden of 
CVD morbidity and mortality in India [12]. Uneducated and less 
educated people in rural India have a higher prevalence of coronary 
heart disease and of the coronary risk factors smoking and          
hypertension [11].Analysis of data suggest that the risk for CVD and 
stroke is at epidemic proportions in a cohort of well-educated            
physicians who are in the highest quintile of income [13]. CVD           
affects people of all income levels[ll,13]. 
2. MATERIALS AND METHODS 
2.1 Decision tree Classification Algorithm 
 Decision tree represents rules which can be easily               
understood by human and hence used in knowledge mining in           
databases. It is a classifier with the structure of a tree where each 
node specifies a test on a single attribute; leaf node indicates the 
value of the target attribute. 
Basic algorithm[26] is a greedy algorithm. 
Tree is constructed in a top-down recursive divide-and-conquer 
manner 
At start, all the training examples are at the root 
Attributes are categorical (if continuous-valued, they are discretized 
in advance) 
Examples are partitioned recursively based on selected attributes 
Test attributes are selected on the basis of a heuristic or statistical 
measure (e.g., information gain) 
 The strength of Decision tree is that it generates                    
understandable rules. Implementation of this research included the 
following steps; patient data collection from Madras Medical       
College, Preprocessing the data, using Classification and finally this 
paper compares the results obtained from Cleveland heart disease 
dataset of UCI and dataset collected from Madras Medical College. 
2.2. UCI Database description 
 The heart disease database from the University of California 
Irvine. UCI archive[21] is used. This database contains four data 
sets from the Cleveland Clinic Foundation, Hungarian Institute of 
Cardiology, V.A. Medical Center and University Hospital of               
Switzerland. It provides 920 records in total. Originally, the database 
had 76 raw attributes. However, all of the published experiments 
only refer to 13 of these: Age, Sex, P, Trstbps, Choi, Fbs, Restecg, 
Thalach, Exang, OldPeak, Slope, Ca, Thai and Num. 
 
2.3 Madras Medical College database description 
 The following features are proposed to be collected and 
analyzed for Indian Heart risk score prediction based on extensive 
study and expert opinion from doctors with respect to Indian body 
conditions, life style and eating habits. After discussion with             
cardiologists a questionnaire was prepared. Diagnosis is done 
through data collection for each individual patient as given in Table 
1. 
Table. 1: Attributes identified for heart disease identification 
 
 
 

3. RESULTS AND DISCUSSION: 
 For experimentation, the heart disease datasets 
collected from Madras Medical college are divided into two 
sets such as: (1) training dataset and (2) testing dataset 
using 10-fold cross validation.. The problem of missing 
values of a particular attribute is not there as data is           
collected from primary source. Weka; a open source          
software is used with J48 classifier. The 712 data set 
when used as training data with 10-fold cross validation, 
results in the form of confusion matrix is shown in Table 2. 
Table 2: Confusion Matrix with 10-fold cross validation on 
training data set 

Time taken during training to build mode is 0.08 seconds. 
Time taken to test model on training data is 0.02 seconds. 
In the testing phase, the testing dataset is given to the 
proposed system to find the risk prediction of heart            
patients and obtained results are evaluated with the 
evaluation metrics namely, sensitivity, specificity and    
accuracy[22] 
Sensitivity= TP/(TP+FN); Specificity = TO/ (TN+FP); Accu-
racy= (TN+TP)/ (TN+TP+FN+FP) 
 In the UCI data set, value 0 specifies the no pres-
ence of heart disease (less than 50% diameter narrowing) 
and values 1—4 specifies the presence of heart disease 
(greater the 50% diameter narrowing). According to this, 
we have transformed it into two class data, where class 0 
specifies the no presence of heart disease and class 1 
specifies the presence of heart disease. The training data-
set is used to generate the rules and the testing dataset is 
used to analyze the performance of the proposed system.  
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With the training set, with 10-fold cross validation [23,24,25], the 
comparison of sensitivity, specificity and accuracy is shown below in 
Table 3 and Figure 1. 

During testing, 50 patient's data was given. Average prediction was 
0.96. Accuracy percentage was 82%.Time taken to build model: 
0.08 seconds. Accuracy is number of correctly classified instances, 
93.56%. 
4. Conclusion 
 Cardiovascular Diseases include Heart Disease and Stroke 
disease. In this paper Heart Disease is taken for classification          
problem with C4.5 classifier of Weka. Standard benchmark              
Cleveland dataset from uci database is compared with the Indian 
dataset. Accuracy, Sensitivity and Specificity measures are far  
better for the dataset with modified attributes. These attributes will 
be very useful for densely populated countries like India where 
shortage of Expert Doctors is a major problem. The time of Experts 
can be saved to a larger extent if intelligent decision support system 
classifies the risk level in preliminary stage. The system may give 
varied results for different population and hence it has to be verified 
in future 
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Figure 1: Comparison of UCI data and MMC 


